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Abstract.
During the first LHC run, CMS stored about one hundred petabytes of data. Storage

accounting and monitoring help to meet the challenges of storage management, such as efficient
space utilization, fair share between users and groups and resource planning. We present a
newly developed CMS space monitoring system based on the storage metadata dumps produced
at the sites. The information extracted from the storage dumps is aggregated and uploaded
to a central database. A web based data service is provided to retrieve the information for
a given time interval and a range of sites, so it can be further aggregated and presented in
the desired format. The system has been designed based on the analysis of CMS monitoring
requirements and experiences of the other LHC experiments. In this paper, we demonstrate
how the existing software components of the CMS data placement system, PhEDEx, have been
re-used, dramatically reducing the development effort.

1. Introduction
The CMS experiment computing [1] infrastructure spans a large number of geographically
dispersed sites that provide both computational and data storage resources. Storage capacity
at the sites varies from hundreds of terabytes to several petabytes, total data volume after the
first several years of LHC collisions reaching one hundred petabytes.

The central data operations team [2] is responsible for efficient resource utilization. The
operators monitor space usage and extrapolate it to estimate resource needs for all central
computing tasks, including coordinated data production and processing, transfers to other sites
for custodial storage and replication of popular data. They work with the sites to enforce reliable
data delivery and to keep data and meta-data consistent at all sites and both on disk and on tape.
Data transfers between the sites are managed by the CMS data placement and location system
PhEDEx [3]. PhEDEx automates data operations tasks, executed by a set of agents running
at the sites and communicating with the central Transfer Management Database (TMDB) to
retrieve their workload and report back the results. TMDB is based on an Oracle database cluster
hosted at CERN. PhEDEx also provides a ’Namespace framework’ [4] to perform operations on
the sites’ local storage system via storage-technology specific plugins and a web data service [5]
interface to retrieve information from TMDB in machine-readable formats for monitoring data
transfers and operations.
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PhEDEx knows about centrally managed data at sites. However it does not know about
temporary production files or data produced by users. Some sites have their own storage space
monitoring, including users and group data. Still, there is no system for monitoring all CMS
data across all sites. The CMS space monitoring system has been designed to provide a global
view of the distributed storage based on the sites local storage information.

2. Space monitoring project
The space monitoring project was initiated following the recommendations of the CMS
monitoring task force [6]. The first prototype realized at the end of 2011 demonstrated a proof
of concept for a global storage accounting and monitoring system based on ‘storage dumps’
[7]. A ‘storage dump’ is a file containing the metadata information about files, their sizes and
checksums, that exist in the storage element. Typically they can be produced by reading the
metadata database associated with the storage element, without the need to exhaustively search
the storage element itself.

The second prototype, based on an Oracle database, kept the original architectural design
as shown in Fig. 1, but the system was fully re-implemented using PhEDEx code base and
components [4]. These components provide safe and efficient interfaces to the database and
various types of storage, and common solutions to authentication, security, documentation, and
system deployment.

Figure 1. General architecture of CMS space monitoring system. ’NS’ refers to the PhEDEx
’NameSpace’ tools, a lightweight framework to encapsulate interaction with a storage element.

The second prototype has been released as part of the CMS web services, allowing a few pilot
sites to test the new application. Testing revealed limitations due to several assumptions made
in the prototype. In particular, we had assumed that files of a given ’type’ (real data, monte
carlo, user-files etc) would all be stored in a hierarchy with a single root per type, per site. This
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turns out not to be true everywhere, some sites have more complex setups. The schema was
enhanced and the APIs extended to resolve these limitations.

3. Components, interfaces, and information flow
The CMS space monitoring takes storage content information from the storage dumps produced
at the sites. Format and requirements to storage dumps and tools recommended for producing
them, are presented in [7], [8].

The diagram in Fig. 2 illustrates the information flow for one site.

Figure 2.
Site Storage Info Provider is
a site specific and storage
specific service that produces
storage dumps at regular time
intervals.
Site Collector is a process run-
ning locally on the site, which
checks whenever a new storage
Dump File is available from
the Site Information Provider.
The Site Collector parses and
aggregates information from
the Dump File into a Record,
and uploads the Record to a
Central Information Store.

Each site provides its own storage information provider service responsible for producing
storage dumps. For example, dCache [9] storage system can use either the chimera-dump [10] or
pnfs-dump [11] utility executed at regular time intervals. The resulting dump file is then placed
in a shared area accessible by the site collector.

The site collector is a process running locally on the site. It checks if a new storage dump file
is available, and passes it as an input to the storage insert utility, which serves as an interface
to the central information store.

The storage insert utility parses the dump, counting file sizes per directory, aggregates the
sizes to a certain level of depth defined in the sites’ configuration, constructs a compact record,
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including the site name and the time stamp, and uploads that record to the central information
store.

The storage insert utility is provided centrally to the sites as part of the space monitoring
package. It comes with a set of plugins for handling different formats of the storage dump file.

Interaction with the information store, both to store and to retrieve information, is realized via
web data service APIs. The storage information provider and site collector do not communicate
directly.

4. Data organization
The CMS data management system [12] maintains central data catalogs representing the
experiment’s knowledge of the storage content at each site. The file information in the central
data catalog is stored in terms of the Logical File Names, LFNs. The data are named, grouped
together by types and organized in a tree-like LFN namespace structure [13] according to
conventions developed by the CMS data and workload management policy group. Examples
of top level namespaces, or data types, include raw, prompt reconstruction, heavy-ion data, MC
simulated and generators data samples, unmerged production files, load test files, users data
and other data types.

The real data on storage elements are addressed via Physical File Names, the PFNs, identified
via a Trivial File Catalog, TFC, which provides rules to convert LFNs to PFNs. Each site
maintains its own TFC. In the process of evolution of storage technology and infrastructure, the
data at the site may be migrated to a new storage system with different physical names. If the
TFC is updated properly, such transitions are transparent for the computing operations [14]. In
some cases such changes may lead to the occurrence of blind data, i.e. data that are no longer
accessible via the updated TFC, while they still occupy storage space at the site. To be able
to deal with such situations, the CMS space monitoring system keeps track of full PFNs, i.e.
direct paths to the data on the site local file system, as provided in the storage dumps.

In contrast to the central data catalogs, the space monitoring system does not keep
information about individual files. It only stores the aggregated space usage for all files that
reside under a certain level of depth in the directory structure, to reduce the database storage
requirements. The schema allows to store records with varying level of detail. The aggregation
depth may vary depending on data type, defined by a special set of tags. For example, sites may
have privacy policies that do not allow to expose the contents of the users data areas. In practice,
aggregation levels are defined by the local site specific configuration, standard tags based on CMS
Namespace conventions, and general application defaults, in this order of precedence.

In addition to providing a mechanism to define the initial aggregation level, tags allow to
query, aggregate and compare data by types across the sites.

5. Central infrastructure, support and operations
While Space Monitoring and PhEDEx use the same code base, they do not share the
infrastructure: they use separate databases and data service instances.

The Space Monitoring code is maintained under the PhEDEx umbrella for practical reasons,
but is packaged and distributed separately, it is not coupled with PhEDEx release cycles.

The Central Information Store is an Oracle database, supported by CERN IT division.
Schema initialization scripts are included in the application code. Sites need to be registered as
an additional step. Also the tags for supported data types need to be initialized by an authorized
administrator.

Site access to Central Information Store is realized via web data service APIs based on Grid
certificates [15] authentication.
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6. The deployment procedure
Our aim is to make it easy for a site to join the CMS space monitoring system. These are
roughly the deployment steps for the site admin:

(i) Set up service for producing storage dumps using recommended tools or your site’s preferred
solution.

(ii) Install space monitoring package on the system where storage dumps can be accessed.
(iii) Make sure site is registered in the central information store.
(iv) Configure site collector to use one of the provided parsers, or write your own if needed.
(v) Provide mapping between data types and storage locations for the configuration;

part of this can be done automatically using the sites TFC.
(vi) Adjust levels of aggregation as necessary.
(vii) Start an agent or your own site collector scheduler to collect and feed the information to

the central information store.

Most of these steps rely on procedures and tools already familiar to CMS site administrators
from their experience with PhEDEx deployment, site registration, management of site agents
and configuration. Most of the sites are already producing full storage dumps for the data
consistency checking purpose.

7. Summary
The CMS space monitoring system based on local storage dumps collects information about all
data on storage, not only official data - to give a realistic view of local storage usage at the
participating sites. Unlike other central data catalogs, it stores physical locations of the data.

We aggregate information to a certain level of depth, and provide a dynamic view of space
usage at the sites, not just current values. Data tags have been introduced to allow for a
customizable aggregation of the space usage information for different data types.

Reuse of the generalized solutions and of the code base from PhEDEx helped to dramatically
reduce our development effort, while gaining all the benefits of one of CMS most mature
computing projects. From the site admin perspective, the existing expertise with the PhEDEx
family of tools should help the sites to join and operate the system more smoothly.
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